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V1-Origin Bidirectional Plasticity in Visual Thalamo-
Ventral Pathway and Its Contribution to Saliency Detection
of Dynamic Visual Inputs

Shang Feng, Zhichang Cui, Zhengqi Han, “"Hongjian Li, and Hongbo Yu
School of Life Sciences, State Key Laboratory of Medical Neurobiology, Collaborative Innovation Centre for Brain Science, Fudan University,
Shanghai 200433, China

Visual neural plasticity and V1 saliency detection are vital for efficient coding of dynamically changing visual inputs.
However, how does neural plasticity contribute to saliency detection of temporal statistically distributed visual stream
remains unclear. Therefore, we adopted randomly presented but unevenly distributed stimuli with multiple orientations and
examined the single-unit responses evoked by this biased orientation-adaptation protocol by single-unit recordings in the vis-
ual thalamo-ventral pathway of cats (of either sex). We found neuronal responses potentiated when the probability of biased
orientation was slightly higher than other nonbiased ones and suppressed when the probability became much higher. This
single neuronal short-term bidirectional plasticity is selectively induced by optimal stimuli but is interocularly transferable. It
is inducible in LGN, Area 17, and Area 21a with distinct and hierarchically progressive patterns. With the results of latency
analysis, receptive field structural test, cortical lesion, and simulations, we suggest this bidirectional plasticity may principally
originate from the adaptation competition between excitatory and inhibitory components of V1 neuronal receptive field. In
our simulation, above bidirectional plasticity could achieve saliency detection of dynamic visual inputs. These findings dem-
onstrate a rapid probability dependent plasticity on the neural coding of visual stream and suggest its functional role in the
efficient coding and saliency detection of dynamic environment.
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Novel elements within a dynamic visual stream can pop up from the context, which is vital for rapid response to a dynamically
changing world. Saliency detection is a promising bottom-up mechanism contributing to efficient selection of visual inputs,
wherein visual adaptation also plays a significant role. However, the saliency detection of dynamic visual stream is poorly
understood. Here, we found a novel form of visual short-term bidirectional plasticity in multistages of the visual system that
contributes to saliency detection of dynamic visual inputs. This bidirectional plasticity may principally originate from the local
balance of excitation inhibition in primary visual cortex and propagates to lower and higher visual areas with progressive pattern
change. Our findings suggest the excitation-inhibition balance within the visual system contributes to visual efficient coding. j
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Introduction

Visual adaptation is a continuous alteration of sensitivity to (or
perception of) visual inputs (Kohn, 2007; Webster, 2015), reflects
the neural modulation of temporal distributed visual inputs, and
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has been studied as a probe of visual neural plasticity. Visual ad-
aptation universally exists (in various forms) in visual systems of
multiple species with various duration, and minute-level orienta-
tion adaptation aftereffects in LGN (Shou et al., 1996), V1
(Patterson et al., 2013), V2 (Lussiez et al., 2021), V4 (Tolias et al.,
2005), and MT (Kohn and Movshon, 2004; Patterson et al.,
2014b) have been examined to investigate the feature-specific
neural plasticity. The propagation of adaptation along ventral or
dorsal visual pathway (Cattan et al., 2014; Patterson et al., 2014a;
Li et al,, 2017) suggests hierarchical interactions through feedfor-
ward or feedback mechanisms. By increasing the temporal
sparseness of neuronal activities, visual adaptation could contrib-
ute to the efficient coding of visual inputs (Clifford et al., 2007;
Kohn, 2007; Schwartz et al., 2007; Rieke and Rudd, 2009;
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Solomon and Kohn, 2014) including popping out a novel stimu-
lus within the visual field (McDermott et al., 2010; Wissig et al.,
2013; Dutta et al., 2016), like saliency detection does.

Saliency detection is another way to achieve efficient coding
by rapid selection of salient visual targets through bottom-up
process and intermediates the encoding and decoding of visual
inputs (Li, 2002, 2019). The basic strategy of V1 saliency
detection is emphasizing novel (rarely occurred) stimulus
and suppressing redundant (frequently occurred) stimulus,
and the spatial saliency detection has been extensively stud-
ied (Li, 2019). However, the characteristics and neural
mechanisms of temporal saliency detection (vital for sur-
vival in a dynamically changing world) remained less investigated.
Considering that visual adaptation reflects the temporal-coding
feature of visual system, examinations on temporal saliency detec-
tion might benefit from the visual adaptation mechanism.

The basic visual attributes (like orientation) of dynamic visual
inputs could be characterized in a statistical way (Ruderman and
Bialek, 1994; Kayser et al., 2003; Torralba and Oliva, 2003;
Hyvirinen et al., 2004). Theoretically, by increasing neural
response to novel stimulus (low occurrence probability) and
decreasing neural response to redundant stimulus (high occur-
rence probability), temporal saliency detection could be performed
in a push-pull manner, just like spatial saliency detection does.
However, in classical visual adaptation protocol (for example, top-
up adaptation), the occurrence probability of the adaptor is too
high to represent the novel stimulus (Kohn and Movshon, 2004;
Patterson et al., 2013, 2014a), requiring a more suitable adaptation
protocol.

The biased-adaptation protocol is proper for temporal coding
investigation on visual inputs of various novelties because its
strength is quantified by the occurrence probability difference
between adaptor and nonadaptors (thus reflecting the novelty of
adaptor) and could be finely chosen. Visual studies using biased-
adaptation protocol (Benucci et al., 2013; Dhruv and Carandini,
2014; Snow et al., 2016; Westrick et al., 2016) has increased our
knowledge of neural population homeostasis and normalization.
However, current pioneering studies mainly adopt a certain fixed
occurrence probability and did not investigate its potential con-
tribution to saliency detection.

Therefore, in this study we adopted the biased orientation
adaptation with different occurrence probabilities, performed
electrophysiological single-unit recording in cats, and unexpect-
edly found short-term bidirectional plasticity (potentiation at
low occurrence probability, and suppression at high occurrence
probability) in LGN, Area 17, and Area 21a with a hierarchically
progressive pattern change. This novel bidirectional plasticity
may originate from the adaptation competition between excita-
tory and inhibitory components of the V1 neuronal receptive
field and could contribute to the saliency detection of temporal
statistically distributed visual inputs.

Materials and Methods

Study approval

Data from 13 normal cats of either sex weighing 2.5 ~ 3.5 kg were used in
this study. All experiments involving animals were conducted in accord-
ance with guidelines from the National Institutes of Health and were
approved by the Animal Care and Use Committee at Fudan University.

Animal preparation

As described in our previous reports (Li et al., 2018), anesthesia was
induced with ketamine hydrochloride (20 mg/kg) and sustained by 2.0
~ 3.0% isoflurane (RWD Life Science) during the surgery. All pressure
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points and incised tissues were infiltrated with lidocaine. After the
surgery, anesthesia was maintained with 1.0% isoflurane. Cats were
paralyzed (gallamine triethiodide, 8 ~ 10 mg/kg/h, i.v.) and artifi-
cially respired by a pulmonary pump (catalog #6025, UGO Basile) to
maintain end-tidal CO, at 3.5 ~ 4.0%. The body temperature of animals
was monitored and maintained at 38.0°C throughout the procedure by
an automatic temperature control system (catalog #BME-461A, Institute
of Biomedical Engineering, Chinese Academy of Medical Sciences).
Electroencephalogram and electrocardiogram were monitored continu-
ously to ensure adequate anesthesia. The pupils were dilated with atropine
(1%), and the nictitating membranes were retracted with neosynephrine
(5%). The eyes were refracted and corrected with contact lenses.

A craniotomy and durotomy were performed at Horsley—Clarke
coordinates posterior (P)2 ~ P10 and lateral (L)0 ~ L5 for Area 17 (Li
etal., 2017; Meng et al., 2018; Wang et al,, 2019), PO ~ P7 and L9 ~ L16
for Area 21a (Dreher et al., 1993; Wang et al., 2000; Huang et al., 2006;
Tong et al.,, 2011), and anterior (A)5 ~ A7, L8 ~ L10 for dLGN (Li et
al., 2018) to allow electrophysiological recordings. Area 21a is located in
the middle part of caudal suprasylvian gyrus defined by anatomic con-
nections and retinotopic organization in cats (Van Der Gucht et al,
2001) and bounded medially and caudally by Area 19 and laterally bor-
dered by posteromedial lateral suprasylvian area. dLGN is beneath the
cortex surface for 11 ~ 14 mm. A plastic chamber was secured to the
skull using dental cement. Extracellular electric signals were recorded by
glass-coated tungsten microelectrodes (3 ~ 5M(), FHC).

Cortex ablation was performed during the Area 17 lesion experi-
ment. The whole Area 17 (Horsley-Clarke coordinates P2 ~ P10, LO ~
L5) was irreversibly inactivated with liquid nitrogen. A Q-tip was
immersed in liquid nitrogen and then touched to the exposed cortex sev-
eral times briefly (Shou et al., 1996; Li et al., 2018). Cortical lesion was
verified by Local Field Potential (LFP) recordings before and after liquid
nitrogen operation, and no visual evoked LFP was detected after liquid
nitrogen operation.

Biased-adaptation protocol

In this work, the biased-adaptation protocol used drifting sinusoidal gra-
tings of different moving directions. Before adaptation, 12 or 24 direc-
tions of gratings were presented for 0.5 s with equal probability (10
repetitions for each grating) followed by 0.5 s blank interval. This session
is termed Control.

During the standard biased-adaptation session, 12 or 24 directions
were also presented for 0.5 s and followed by 0.5 s blank interval while
the change was the occurrence probability of each direction. The adaptor
was 1, 2, 3, 4, 8, 20, 40, 60, 80, 120 times [biased-adaptation multiple
(BAM; 2, 4, 8, 20, 40 for Area 17; 1, 2, 3, 4, 8, 20, 40 for Area 21a; 8, 20,
40, 60, 80, 120 for LGN) more likely to be presented than any nonadap-
tors. During analysis, biased-adaptation multiples were converted to bi-
ased-adaptation probabilities (BAP) for better comparison effect and
better compatibility with the other literature. For tests of 12 directions,
BAM 0, 1, 2, 3, 4, 8, 20, 40, 60, 80, 120 correspond to BAP 0.08, 0.15,
0.21, 0.27, 0.31, 0.45, 0.66, 0.79, 0.85, 0.88, 0.92; for tests of 24 directions,
above BAM corresponds to BAP 0.04, 0.08, 0.12, 0.15, 0.18, 0.28, 0.48,
0.64, 0.73, 0.78, 0.84. The relationship between BAM and BAP could be
described as BAP = (1 + BAM)/(N + BAM), where N is the number of
directions (12 or 24). It is notable that for Control stimulus, BAP using
12 or 24 directions was 0.08 or 0.04, respectively.

Recovery sessions (consisting of varied numbers of Control stimuli)
were inserted following each biased-adaptation session to ensure that
tested neurons could recover to their onset (preadaptation) conditions.
Therefore, results of every biased-adaptation session could be compared
with each other.

Visual stimuli

The visual stimuli were computer generated using MATLAB (MathWorks),
Psychtoolbox (Brainard, 1997; Pelli, 1997), and a Visual Graphic Systems
graphic board (VGS 5, Cambridge Research Systems). Visual stimuli were
presented on a CRT monitor (FlexScan F931, Eizo Nanao), refreshing at
100 Hz, and positioned 57 cm from eyes of the cat. The cats were stimu-
lated binocularly or monocularly (according to different experimental



Fengetal. o Bidirectional Plasticity and Saliency Detection

requirements) with drifting sinusoidal gratings (size, 7° in diameter;
directions, 15 or 30° interval across 0 ~ 360° spatial frequency, 0.1 ~
2.0 cycle/deg; temporal frequency, 2.0 Hz; contrast, 50 ~ 100%) or full-
screen flash (temporal frequency, 1.67 Hz; contrast, 100%) or flashing
bars (temporal frequency, 1.67 Hz; contrast, 100%). Full-screen flash and
flashing bars were used for neuron search and receptive field locating.
For receptive field structural experiments, the display area (stimulation
field) of gratings was set to small (1.5-2.5° in diameter) or annular (4° in-
ternal and 10° external in diameter) conditions for certain examining
purpose. The parameters were adjusted according to the averaged firing
rate of each neuron to optimize its response to the stimulus, except for
feature selective experiments (during which nonpreferred stimulation
parameters were used).

Electrophysiological recording

Single-unit signals were amplified (model 1700, A-M Systems) bandpass
filtered (300 ~ 1 kHz for single-unit signals) and digitized at 16.67 kHz
using a data acquisition system (CED Micro1401, Cambridge Electronic
Design) under the control of Spike2 software (version 6, Cambridge
Electronic Design). Recordings consisted of both single-unit and multiu-
nit activity and were sorted off-line. Spikes were sorted by Spike2
software (Cambridge Electronic Design) and analyzed in MATLAB
(MathWorks).

Model

Receptive field center-surround adaptation competition model. The
receptive field (RF) center-surround adaptation competition model is
modified from the classical Difference of Gaussian (DoG) model (Marr
and Hildreth, 1980; Birch et al., 2010). The model consists of two
Gaussian components (of different signs), representing the center and
surround subarea of the RF. The center component (representing the
classical receptive field) is stronger and spatially concentrated, whereas
the surround component (representing the surround modulation area)
is weaker and spatially broader. The summation of center and surround
components forms a Mexican-hat shape, which is identical to the classi-
cal visual receptive field structure (Angelucci et al., 2017). The neural
response y as a function of RF location x is defined as follows:
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where a is the gain control factor (a; > 0, a, < 0), and ¢ is the spatial
control factor (6, > &7 > 0). Subscript 1 represents the RF center com-
ponent, whereas subscript 2 represents the RF-surround component.

The gain control factor a is exponentially decaying as the adaptation
strength increases. The gain control factor a,, at biased-adaptation prob-
ability 1 is defined as follows:
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where a, is the Gaussian gain control factor before adaptation, b is the
adaptation decay factor (b > 0), c is the adaptation magnitude factor,
and 1 represents the biased-adaptation probability.

In summary, taking adaptation into consideration, the overall neural
response y as a function of RF location x and adaptation strength p, is
defined as follows:
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where a is the Gaussian gain control factor (a; > 0, a, < 0), b is the ad-
aptation decay factor (b, > by > 0), ¢ is the adaptation magnitude factor
(¢c; > ¢ > 0), p represents the biased-adaptation probability, and ¢ is
Gaussian spatial control factor (6, > &; > 0). Subscript 1 represents the
RF center component, whereas subscript 2 represents the RF surround
component. In this study, curve fits were obtained using the nonlinear
least squares method in the Matlab curve-fitting toolbox.
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Visual saliency detection model. The visual input field used in the
visual saliency detection model is a 16 x 16 matrix, and each cell repre-
sents a visual field location. During the visual input stimulation (com-
posed of hundreds of frames), gratings of various orientations appear in
these cells (frame by frame, duration is 0.5 s with a 0.5 s blank interval,
which is identical to the experimental protocol), and their accumulating
occurrence probabilities are calculated. For each cell, every orientation
has its own occurrence probability at the current frame, and this occur-
rence probability is related to the response intensity of a neuron cluster
(according to the bidirectional plasticity function mentioned below),
whose RFs lie within this cell. Therefore, at every frame, the neural
response map of visual field is calculated. At the same time, the saliency
map is also acquired by calculating saliency values of each cell. The out-
put of this model is a saliency map, changing with visual inputs over
time.

The visual input is divided into three successive phases, initial noise,
detection, and ending noise. During the initial and ending noise phases,
gratings are randomly displayed without bias. During the detection
phase, a stable elliptical contour (formed of gratings) appeared in the vis-
ual field while gratings in other cells are randomly displayed.

The bidirectional plasticity function of Area 17 was obtained by the
RF center-surround adaptation-competition model described above (fit-
ting result of the population peak response change ratio curve). The
bidirectional plasticity function of LGN was obtained by the MATLAB
curve-fitting toolbox, using the smoothing spline method (Reinsch,
1967). The smoothing spline method could generate a fitting curve s by
minimizing the target value T as follows:

T :pz (i — s(x:)* + (1 —p)/(j—jé)zdx,

where (£, ;) is the coordinate of the ith point, and p is defined between
0 and 1. In this study, p was set to default setting (p = 0.0020573904,
automatically chosen by the MATLAB curve-fitting toolbox) for its best
fitting quality.

Saliency value was calculated as described in the previous literature
(Li, 2019). For cell m, the saliency value S,, is defined as follows:

Response,,
m )
max(Response,per thanm )

where Response,, means the neural response at cell m, and
Response,ner than m means neural responses of other cells.

Data Analysis

Poststimulus time histogram. Poststimulus time histograms (PSTHs)
are useful for characterizing the dynamics of neuronal response to spe-
cific stimulus. In this study, we calculated the PSTH for each neuron by
averaging neuronal responses within 500 ms after stimulus onset (bin
width = 50 ms). For overall PSTH, responses to all stimuli were used,
whereas for stimulus-type-related PSTH (e.g., PSTH of orientation tun-
ing), responses to different stimuli (e.g., different orientation) were aver-
aged separately.

Orientation selectivity. We applied a vector summation method to
measure the preferred orientation and orientation selectivity index (OSI)
of cortical neurons based on the spike trains associated with each direc-
tion and orientation (Li et al., 2017, 2018; Wang et al., 2019) as follows:
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where 0 is the direction of k™ drifting grating, and ry is the average fir-
ing rate at that orientation. The firing rate of a neuron was averaged
from 50ms to 500 ms after stimulus onset, and spontaneous responses
were subtracted from the raw data. The preferred orientation and OSI
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are the phase and the amplitude of S, respectively. OSI varies from zero
to one, where zero indicates an equal response to all directions, and one
indicates a response to only one direction.

For LGN neurons, we also measured the preferred orientation and
orientation bias (OB) using a similar method as described above. As
LGN neurons are weakly tuned to orientation, responses used for the
OSI calculation were recorded at the cutoff spatial frequency (1/,/2 max-
imum gain of spatial frequency tuning) as previous reported (Li et al.,
2018). According to the previous literature (Hu et al., 2000; Leventhal et
al,, 2000; Hua et al., 2006), some LGN neurons only exhibited stable ori-
entation bias using the fast Fourier transform (FFT) first harmonic (H1)
component of the PSTH evoked by drifting gratings. Therefore, for LGN
neurons, we calculated the OB using both mean responses and FFT H1
components. LGN neurons with an OB of >0.1 were considered signifi-
cantly orientation sensitive according to circular statistics as the previous
literature reported (Levick and Thibos, 1982; Shou and Leventhal, 1989;
Lietal, 2018).

The adaptor was then determined at the preferred orientation of the
neuron. For neurons without orientation sensitivity (OSI or OB < 0.1),
adaptors were randomly chosen.

Ocular dominance index. The Ocular Dominance Index (ODI) of
Area 17 neurons was calculated during the interocular transfer experi-
ment based on the previous literature (Cang et al., 2005; Yu et al., 2011;
Tong et al.,, 2016; Wang et al., 2019) as follows:

ODI = RContm - RIpsi ,
RCuntra + Rlpsi
where Rcontra Mmeans neuronal response to the contralateral eye, and
Ry,; means neuronal response to the ipsilateral eye. ODI ranges from
—1 to 1, where the positive value indicates contralateral bias, and the
negative value indicates ipsilateral bias.

Peak response change ratio. To evaluate the magnitude of response
change induced by biased adaptation, we calculated the peak response
change ratio (%) which is defined as follows:

Peak Response Change Ratio

__ Peak Responsey,q — Peak Responsey,

x 100,
Peak Response,.

where Peak Response,,, and Peak Response,,; are averaged firing
rates at the preferred orientation before and after biased adapta-
tion, respectively.

For LGN neurons, we calculated the trained response change ratio
(%) to quantify the influence induced by biased adaptation, which is
defined as follows:

Trained Response Change Ratio

B Trained Responseyoq — Trained Response,,,

x 100,
Trained Response,,

where Trained Response,,, and Trained Response,, are averaged firing
rates or the FFT H1 component at the adaptor (see above, Orientation
selectivity) before and after biased adaptation, respectively.

Cell classification. Neurons in Area 17 were classified into simple or
complex neurons using the well established relative modulation (RM)
method based on neural responses of drifting sinusoidal gratings (De
Valois et al., 1982; Skottun et al., 1991) as follows:

__ ACComponent
~ DC Component’

where AC component is the amplitude of the FFT first harmonic compo-
nent of PSTH, and DC component is the averaged firing rate. Neurons
whose RM > 1.0 were termed simple, and those with an RM < 1.0 were
termed complex.
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Neurons in Area 17 were also classified into regular-spiking (RS) or
fast-spiking (FS) neurons according to the previous literature. The two
criteria based on spike waveforms that were comprehensively used to
improve the classification accuracy were (1) the ratio of the second and
first peak (P) amplitude (P2/P1; Kuhlman et al., 2011) and (2) the slope
(dV/dt) between the second and first peak within an interval of 0.2 ms
(Bachatene et al., 2012). Fast-spiking neurons were classified if their P2/
P1> 0.5 and dV/dte(0.2, 0.6), whereas regular-spiking neurons were
classified with the P2/P1 < 0.5 and dV/dte(0.1, 0.2].

Latency analysis. Latency analysis was performed for neurons in
Area 17s and 21a and LGN by calculating averaged neuronal responses
within certain time windows after stimulus onset. Time windows were
set to 50 ~ 100, 100 ~ 200, and 200 ~ 500 ms for cortical areas (Area 17
and Area 21a), and 30 ~ 80, 80 ~ 200, and 200 ~ 500 ms for LGN.

Statistics

In this study, unless otherwise indicated, all statistical significance was
determined by paired or unpaired Student’s ¢ test and multiple compari-
sons corrections (using the false discovery rate method) were performed
throughout (Benjamini and Hochberg, 1995); p < 0.05 was considered
significant (*p < 0.05, **p < 0.01, **p < 0.001). All statistical results
are Mean *= SEM, unless otherwise indicated.

In this study, some biased-adaptation probabilities were not tested in
certain experiments under the following conditions: (1) To improve the
overall recording efficiency of low-intensity adaptation conditions (<0.3),
some high-intensity adaptation conditions (>0.48) were skipped; (2) a
few neurons could not recover to their preadaptation response level after
biased-adaptation stimulation, so their subsequent tests were skipped; (3)
for Area 21a, during some early exploratory tests, a finer biased-adaptation
probability gradient were not used; and (4) for LGN, during some early
exploratory tests, extremely high biased-adaptation probabilities (>0.78)
were not used.

During the latency-analysis of this study, outlier data were identified
according to strict fixed standards and were excluded from statistical
analysis. Data of a neuron within a certain epoch would be identified as
outliers if any of the following conditions were met: (1) During the
Control stimulation, this neuron was nonresponsive (averaged firing
rate = 0 Hz) to stimuli, or (2) during the biased-adaptation stimulation,
this neuron was nonresponsive (averaged firing rate = 0 Hz) to stimuli.

Results

Short-term bidirectional plasticity induced by biased-
adaptation protocol in Area 17

We performed electrophysiological single-unit recordings in pri-
mary visual cortex (Area 17) of cats to investigate the adaptation
effect induced by biased-adaptation protocol (Fig. 1A). First,
neurons in Area 17 were stimulated by the Control protocol, that
is, sinusoidal drifting gratings of 12 or 24 evenly distributed
directions, presented for 0.5 s with 0.5 s blank intervals (Fig. 1B,
C). Under the Control protocol, neurons in Area 17 exhibited
strong orientation selectivity (OSI = 0.47 * 0.02, n = 105 from 7
cats; OSI, consistent with previous reports; Li et al., 2017).

After that, the biased-adaptation protocol was applied. To
induce the adaptation effect, the occurrence probability of the
adaptor was significantly higher than the one of the nonadaptor
(Fig. 1B), which is similar to previous reports (Benucci et al.,
2013; Li et al.,, 2017). In this article, we chose BAP (the occur-
rence probability of the adaptor) to quantify the extent of bias in
biased adaptation (for Control stimulus using 12 or 24 direc-
tions, BAP are 0.08 or 0.04, respectively). To quantify the extent
of influence induced by biased adaptation, we calculated the
peak response change ratio of individual neurons based on prea-
daptation peak response (see above, Materials and Methods). To
thoroughly study how biased adaptation influences neurons in
Area 17, we set the BAP gradient (0.12 ~ 0.79) to investigate the
effects on peak response change ratio.
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Figure 1.  Biased adaptation induces short-term bidirectional-plasticity in Area 17. A, Brain regions being studied in this study are LGN and Areas 17 and 21a. B, Schematic figure of the ex-

perimental design. Top, The temporal order of stimulation sessions; middle, the distribution of orientations during each session; and bottom, the temporal structure (test/blank) of a single stim-
ulus. €, Schematic figure of stimulation and recording protocol. D, Orientation tuning curves of two typical neurons exposed to high-intensity (biased-adaptation probability > 0.6) biased-
adaptation stimulus. Black and red lines indicate preadaptation and postadaptation conditions, respectively. Arrows indicate the orientations of adaptors. E, Population statistics of peak
response change ratio (%) after high-intensity biased-adaptation stimulus. F, Orientation tuning curves of two typical cases exposed to biased-adaptation stimulation; colors of lines indicate bi-
ased-adaptation probabilities; arrows indicate the orientations of adaptors. G, Peak response curves of two typical cases in F. H, Population peak response change ratios of Area 17 neurons
exposed to biased-adaptation stimulation. /, Proportion of bidirectional-plastic, adaptation-only, and stable neurons. J, Peak responses of two typical neurons before (—6 min), during (0 min),
and after (6, 12 min) potentiation induction. K, Recovery time of potentiation-exhibiting neurons after potentiation induction. The mean recovery time is 10.04 min. L, Two typical cases, aver-
aged neuronal responses to adaptors over time during biased-adaptation stimulation. M, Population response-change ratios of tested neuronal responses to adaptors over time during biased-
adaptation stimulation. Error bars indicate SEM; ***p < 0.001, **p < 0.01, *p < 0.05. n.s.: not significant (p > 0.05).

In our study, orientations of adaptors were chosen within 15°
near neuronal preferred orientations drifting at optimal directions.
With strong biased orientation-adaptation stimulation (BAP >0.6),
the orientation tuning curve of tested individual Area 17 neu-

ron was suppressed near the adapted orientation (Fig.

Statistically, tested Area 17 neurons exhibited the classical

1D).

orientation-adaptation effect (Fig. 1E; significant suppression,
—20.16 = 3.02%, p = 3 x 10", n = 81 from 7 cats) by strong
biased-adaptation protocol (BAP > 0.6). These results confirmed
the effectiveness of biased-adaptation protocol; it could induce
reliable visual adaptation effects, which is consistent with previous
reported suppressive effects of top-up orientation adaptation
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(Kohn and Movshon, 2004; Patterson et al., 2013, 2014a) or
biased orientation adaptation (Benucci et al., 2013).

However, at low biased-adaptation probability, we found that
the tested individual Area 17 neurons exhibited response poten-
tiation instead of suppression (compared to preadaptation). This
potentiation was maximal at biased-adaptation probability 0.12
(Fig. 1F,G; case 1, from 19.11 = 1.40 Hz at BAP 0.04 to 28.89 =
2.50Hz at BAP 0.12; p = 0.003, n = 10 repetitions) or 0.18 (Fig.
1F,G, case 2, from 26.67 *£ 2.00Hz at BAP 0.04 to 34.40 *
3.40 Hz at BAP 0.18; p = 0.065, n = 10 repetitions). However, at a
higher biased-adaptation probability (>0.28), this potentiation
was reversed into suppression, and the suppression effect was
enhanced as the biased-adaptation probability increased to 0.64
(Fig. 1F,G; case 1, from 19.11 * 1.40 Hz at BAP 0.04 to 9.78 =
1.80 Hz at BAP 0.64, p = 0.001; case 2, from 26.67 * 2.00 Hz at
BAP 0.04 to 20.89 * 2.40 Hz at BAP 0.64, p = 0.083; n = 10 repe-
titions). Population statistics of neurons from seven cats showed
identical results (Fig. 1H); in Area 17, low-intensity of biased-ad-
aptation could induce neuronal response potentiation (BAP 0.12,
20.83 = 5.77%, p = 0.002, n = 25; BAP 0.18, 30.54 * 7.59%, p =
0.001, n = 27; BAP 0.21, 15.74 * 4.91%, p = 0.004, n = 61),
whereas high intensity could induce significant suppression
(BAP 0.64, —27.56 * 5.34%, p = 2 x 107, n = 21; BAP 0.79,
—17.57 = 3.59%, p = 7 x 10>, n = 60). The difference in
sampled neuron numbers was because of slightly different proto-
cols (12 and 24 directions would result in different BAPs) and an
incomplete dataset because of strict objective criteria including
stable single-unit recording, full recovery from previous biased-
adaptation probability, and so on (see above, Materials and
Methods). It is notable that a full set of biased-adaptation record-
ings lasted at least 100 min (including recovery time after each
BAP session), and an incomplete dataset of a particular neuron
was not rare.

This biphasic form of the adaptation effect (that the same
neuron could significantly exhibit potentiation under low BAP
and suppression under high BAP) is distinct from the classical
suppressive-only visual adaptation effect (Kohn, 2007; Webster,
2015), and we named this novel adaptation effect bidirectional
plasticity. For each individual neuron, when it shows statistically
significant potentiation at at least one low BAP and suppression
at at least one high BAP, we define it as bidirectional plastic.
Overall, a majority (70.37%, 57/81) of Area 17 neurons exhibited
bidirectional-plasticity, and only a minority (27.16%, 22/81) of
Area 17 neurons exhibited pure response suppression after bi-
ased adaptation (Fig. 11).

It is notable that for low BAP (such as 0.21 and 0.07 for nona-
daptors), 10 repetitions of 12 directions only took 140 s to finish,
which means within 140 s the neuronal response to the adapted
orientation could be significantly enhanced, suggesting a rapid
inducing time. To quantify the recovery time of this bidirec-
tional-plasticity, after the induction by biased-adaptation proto-
col, we successively stimulated and recorded bidirectional-plastic
neurons with the Control stimulus (each lasting for 2 ~ 3 min).
Tested neurons were considered recovered once their peak
responses were not significantly different from the preadapta-
tion response level (Fig. 1]). For tested potentiation-exhibiting
neurons (n = 72), the averaged recovery time of potentiation
or suppression was 10.04 * 1.11min (Fig. 1K) or 1423 =
1.50 min, respectively. The results above suggest that this
bidirectional-plasticity is a short-term effect.

To further investigate the detailed inducing timeline of poten-
tiation effect during biased-adaptation stimulation, we examined
the dynamics of neuronal responses to adaptors. For data of
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BAP <0.21 (which could induce potentiation effect; Fig. 1H), we
averaged the neuronal responses to adaptors at fixed intervals
(40 s) to check whether there existed a stable tendency of
response change. We found that tested neuronal responses to
adaptors exhibited a potentiation trend over time (Fig. 1L); dur-
ing the biased-adaptation stimulation, compared with initial state
(0 ~ 40 s from stimulus onset), the tested neuronal responses to
adaptors exhibited a potentiation trend from 40 s to 160 s after
stimulus onset, suggesting a rapid potentiation effect. At the pop-
ulation level, we also found that tested neurons could exhibit
potentiation during 40 ~ 160 s from stimulus-onset (Fig. 1M);
tested neurons exhibited significant potentiation during 40 ~ 80
s (14.86 = 6.60%, p = 0.026, n = 72), 80 ~ 120 s (12.55 * 5.83%,
p=0.026, n=72),and 120 ~ 160 s (21.9 = 11.8%, p = 0.034, n =
72). The above results suggested that the potentiation effect could
be induced within dozens of seconds, showing a rapid modula-
tion of neuronal response.

We also examined the potential influence of the probability of
nonadaptors on bidirectional-plasticity and found that tested
neurons could exhibit bidirectional-plasticity using 12 and 24
directions, and there was little difference between the BAPs cor-
responding to maximal neuronal potentiation. These results sug-
gested that the influence of the probability of nonadaptors on
bidirectional-plasticity was limited.

Potentiation induced by biased-adaptation in Area 17 is
feature selective but interocular transferable
Feature-preference modulation during adaptation may reflect
the interactions between feature-coding channels in visual sys-
tem (Maffei et al., 1973; Movshon and Lennie, 1979; Carandini
et al., 1998; Miiller et al., 1999; Dragoi et al., 2002; Felsen et al.,
2002; Solomon and Kohn, 2014), suggesting cortical circuit
mechanisms. To further investigate the potential mechanisms of
potentiation of Area 17 neurons induced by the biased-adapta-
tion protocol, we studied two aspects of neuronal response
change in Area 17, inducing and transferring stages. We used 12
directions for stimulation in these experiments (BAP of Control
stimulus was 0.08).

During the inducing stage (when biased-adaptation protocol
was applied), the above findings have suggested that majority
of Area 17 neurons could exhibit potentiation under optimal
pattern parameters (Fig. 1H). However, when nonoptimal
(nonpreferred) pattern parameters (50 or 150% preferred
spatial-frequency, or 50% contrast) were chosen in biased-
adaptation protocol, it could not induce a potentiation effect
(Fig. 2A). Population statistics of neurons from two cats sug-
gest an identical result (Fig. 2B); when biased-adaptation
probability is <0.32, under 50% preferred spatial-frequency
(group SF—), 150% preferred spatial-frequency (group SF+),
and 50% contrast (group C—) conditions, tested potentia-
tion-exhibiting neurons (significantly potentiated when
induced by optimal condition; SF—, 20.51 = 5.11%, p =
0.001, n = 17; SF+, 25.71 = 5.90%, p = 8 X 1074 n=14;C—,
22.43 = 5.01%, p = 5 x 10, n = 15) were significantly sup-
pressed under each nonoptimal condition (SF—, —5.63 *
1.62%, p = 0.002, n = 17; SF+, —24.65 * 6.50%, p = 0.001,
n = 14; C—, —8.31 * 2.33%, p = 0.002, n = 15). Moreover,
when biased-adaptation probability equaled 0.45, tested neu-
rons did not exhibit a significant response change under
optimal condition (Fig. 2C; SF—, 4.12 = 4.35%, p = 0.357,
n=17; SF+, —1.25 = 5.42%, p = 0.822, n = 14; C—, 4.20 =
3.39%, p = 0.236, n = 15) and were significantly suppressed under
nonoptimal conditions (SF—, —12.05 = 4.90%, p = 0.013, n = 17;
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Figure 2.  Potentiation induced by biased adaptation in Area 17 is selectively induced by optimal stimuli but interocularly transferable. 4, The induction of bidirectional plasticity in three typ-

ical neurons exposed to preferred and nonpreferred stimuli. Case 1, 50% preferred spatial frequency; case 2, 150% preferred spatial frequency; case 3, 50% contrast. Red lines (open circle) are
induced by preferred stimuli, whereas blue lines (solid circle) are induced by nonpreferred stimuli. Black circles indicate Control condition. B, Population and individual peak response change
ratios of Area 17 neurons exposed to preferred and nonpreferred stimuli (biased-adaptation probability << 0.32). Black points indicate population statistical results, whereas gray points indicate
individual data. ¢, Same as B, when biased-adaptation probability equals 0.45. D, Population statistics of peak response change ratios during transferring period. Neurons were initially exposed
to Control stimulus using preferred or nonpreferred (50 or 200% SF,f) parameters (pre-Ad); then neurons were potentiated by biased-adaptation stimulus using preferred parameters (Trained
under Preferred condition). After potentiation induction, neurons were immediately exposed to Control stimulation using nonpreferred parameters to examine transferability (Tested under non-
preferred condition, peak response change ratios were calculated based on pre-Ad using corresponding nonpreferred parameters.). Black Points indicate population peak response change ratios,
and gray points indicate individual neuronal firing rates. E, Histogram of Ocular Dominance Index (n = 26) of Area 17 neurons; 1 means purely contralateral driven, —1 means purely ipsilateral
driven. F, Peak response curves of two typical neurons in interocular transfer experiment. Red lines (open circle) are evoked by Trained Eye (which is monocularly induced), and blue lines (solid
circle) are evoked by Passive Eye (which is covered during induction and tested after monocular induction). G, Population peak response change ratios of potentiation-exhibiting Area 17 neu-
rons. Red bars indicate the Trained Eye, whereas blue bars indicate the Passive Eye. Error bars indicate SEM; ***p << 0.001, **p << 0.01, *p << 0.05. It is notable that we adopted the 12-direc-

tions protocol in these experiments, and thus the probability of the Control stimulus was 0.08 instead of 0.04. pre-Ad: preadaptation. n.s.: not significant (p > 0.05).

SF+, —30.86 = 6.02%, p = 2 X 1074 n =14, C—, —16.36 +
2.73%, p =3 x 107>, n = 15). This result suggests that poten-
tiation could only be induced at around neuronal preferred
pattern-parameter condition. In other words, the potentia-
tion induced by biased-adaptation protocol is pattern-fea-
ture selective.

During the transferring stage (after the potentiation effect
was already induced by optimal stimuli), we investigated
whether the potentiation induced by optimal stimuli remained
under nonoptimal pattern condition. In other words, we exam-
ined whether the potentiation of Area 17 neurons could be
transferred between different pattern-feature conditions. We
induced potentiation in Area 17 neurons with proper biased-
adaptation probability under optimal pattern parameters and
then immediately stimulated these neurons under Control

conditions using nonoptimal parameters (50 or 200% preferred
spatial frequency). Peak response change ratios were calculated
based on corresponding preadaptation Control (optimal or non-
optimal stimuli) results.

Consistent with previous results, tested neurons (from two
cats) exhibited significant potentiation after biased-adaptation
stimulation under optimal parameters (Fig. 2D; Trained, 50%
SFprer Group, 31.75 £ 9.90%, p = 0.005, n = 11; 200% SFprer
Group, 24.14 * 4.89%, p = 3 x 10" *, n = 14). However, when
exposed to nonoptimal parameters immediately afterward, tested
neurons still exhibited significant potentiation relative to corre-
sponding preadaptation Control (nonoptimal) results (Fig. 2D;
Tested, 50% SF..f Group, 27.20 * 13.60%, p = 0.036, n = 11;
200% SFpyer Group, 184.00 * 30.80%, p = 5 x 1077, n = 14, large
peak response change ratios were because of poor activation of
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tested neurons under 200% SF,,..¢ conditions before biased adap-
tation). Similarly, when potentiation-exhibiting Area 17 neurons
were exposed to optimal Control stimulus (with identical dura-
tion to nonoptimal Control stimulus) immediately after poten-
tiation induction, their response potentiation could also remain
(10.65 = 3.42%, p = 0.001, n = 72 from 7 cats). These results sug-
gest that the potentiation effect could be transferred from opti-
mal pattern condition to nonoptimal pattern condition. It is
notable that according to the previous literature (Saul and
Cynader, 1989), the suppressive orientation-adaptation effect is
transferable over a broad range of spatial frequency (at least £2
octaves from preferred spatial frequency), and the transferable
potentiation effect in our result (1 octave from preferred spatial
frequency) is similar to that in the previous literature.

In addition to spatial frequency, eye preference was also
examined. Previous literature has shown that the orientation-ad-
aptation effect could transfer interocularly in cat Areas 17 and 18
(Maffei et al., 1986). Considering that neurons in Areas 17 and
18 are mainly binocularly driven (Hubel and Wiesel, 1962;
Maffei et al., 1986; Kasamatsu and Imamura, 2020), whereas
LGN neurons are monocularly driven (Sanderson, 1971; LeVay
and Ferster, 1977; Weyand, 2016; Ghodrati et al., 2017), interoc-
ular transferability supports the cortical origin hypothesis of ori-
entation adaptation.

To investigate the origin (cortex or subcortex) of potentiation,
we then examined its interocular transferability. The ODI of
tested Area 17 neurons is 0.15 = 0.06 (Fig. 2E; n = 26), consistent
with previous studies (Hubel and Wiesel, 1962; Wiesel and
Hubel, 1963; Kara and Boyd, 2009; Kasamatsu and Imamura,
2020) showing a binocular-driven feature. The interocular trans-
ferability test consists of several steps. First, we separately
recorded preadaptation Area 17 neuronal responses of each eye
(with the other eye covered) using Control stimulus. Second, we
recorded neuronal response of the Trained Eye to biased-adapta-
tion stimulus (Passive Eye covered). Third, we immediately
recorded neuronal response of the Passive Eye to Control stimu-
lus (Trained Eye covered). In this way, we examined the possibil-
ity that the biased-adaptation aftereffect on Area 17 neurons
could be induced by one eye and be exhibited by the other eye.

As expected, we successfully reproduced potentiation of indi-
vidual Area 17 neurons by solely stimulating the Trained Eye
with biased adaptation (biased-adaptation probability = 0.21).
More interestingly, the responses of these tested neurons driven
by the Passive Eye (which only received Control stimuli) also
exhibited potentiation (Fig. 2F). Population statistics of poten-
tiation-exhibiting neurons (18/26 neurons) showed that (Fig.
2G) when biased-adaptation probability was <0.32, neuronal
responses to the Trained Eye and the Passive Eye both exhibited
potentiation (Trained Eye, 26.48 = 4.14%, p=2 x 10 >, n=18;
Passive Eye, 10.33 * 5.73%, p = 0.0675, n = 18) significantly or
nonsignificantly; when biased-adaptation probability equaled
0.79, neuronal responses to the Trained Eye and the Passive Eye
were both significantly suppressed (Trained Eye, —19.68 *
6.53%, p = 0.006, n = 18; Passive Eye, —12.67 = 4.25%, p =
0.015, n = 16; tests of two neurons were skipped because of
unsuccessful recovery; see above, Materials and Methods).
Proportion analysis showed that among tested potentiation-
exhibiting neurons, 72.22% (13/18 neurons) could exhibit sig-
nificant potentiation when exposed to the Passive Eye. We
noticed that when BAP was <0.32, tested neuronal responses
to the Passive Eye exhibited nonsignificant potentiation. This
was because of the large variation caused by a few (11.11%, 2/
18) strongly suppressed neurons (whose peak response change
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ratios were less than —20%). The above results suggested the
overall interocular transferability of potentiation effect.

Moreover, there is no significant difference in ODI
between interocular transferable and the rest of the neurons
(ODIansferable = 0.225 * 0.082, ODI, ., = 0.084 * 0.092; p =
0.264, two-sample Student’s ¢ test; Nyansferable = 135 Nyest = 13).

The above results suggest that the potentiation of Area 17
neurons induced by biased-adaptation protocol might originate
within primary visual cortex rather than LGN. To examine this
idea, we next performed latency analysis.

Bidirectional plasticity arises from the antagonistic
competition of adaptation of the receptive-field
Response-latency analysis reflects the primary origin of neural
inputs and has been extensively applied (Nowak et al., 1995;
Angelucci and Bullier, 2003; Patterson et al., 2013; Yao et al,
2015). Neurons in Area 17 primarily receive inputs from three
origins, the excitatory feedforward projections from subcortical
(mainly LGN) regions, the inhibitory or excitatory horizontal
connections from local cortical circuits, and the excitatory feed-
back projections from higher visual cortices such as Area 21a
(Huang et al,, 2004; Tong et al,, 2011). Their effects are mainly
reflected within corresponding response-latency time window;
neural responses corresponding to feedforward, horizontal, and
feedback inputs are primarily reflected in the early (50 ~
100 ms), middle (100 ~ 200 ms), and late (>>200 ms) epoch com-
ponents from stimulus onset, respectively (Nowak et al., 1995;
Angelucci and Bullier, 2003; Bair et al., 2003; Xing et al., 2011;
Henry et al,, 2013; Patterson et al., 2013; Shapley and Xing, 2013;
Yao et al., 2015). Therefore, in this study, we examined how
neural peak responses change with biased-adaptation proba-
bilities during early (50 ~ 100 ms), middle (100 ~ 200 ms),
and late (200 ~ 500 ms) epochs. Considering the potential
response-latency variation and considerable proportion of
slow responsive (latency >100ms) neurons (Raiguel et al,,
1989; Nowak et al., 1995), during each epoch, nonresponsive
neurons were identified as outliers and were excluded (see
above, Materials and Method).

We found that after biased-adaptation, neurons in Area
17 behaved differently during early, middle, and late epochs.
During the early epoch (Fig. 3A4), population statistics of an-
alyzed neurons did not exhibit significant response change at
BAP 0.12 ~ 0.45 (BAP 0.12, 20.60 = 34.60%, p = 0.759, n = 9;
BAP 0.18, —30.80 = 20.50%, p = 0.352, n = 8; BAP 0.21,
3.30 = 14.50%, p = 0.938, n = 21; BAP 0.28, —38.50 = 14.10%,
p =0.061, n = 10; BAP 0.31, 0.30 £ 19.00%, p = 0.989, n = 21;
BAP 0.45, —10.70 * 17.60%, p = 0.759, n = 23) but only showed
significant suppression at 0.48 and >0.6 (BAP 0.48, —63.80 =
10.10%, p = 8 x 10, n = 10; BAP > 0.6, —38.87 =+ 9.85%, p =
0.004, n = 22).

During the middle-epoch (Fig. 3B), population statistics of
analyzed neurons exhibited slight potentiation (not significant)
at BAP 0.12 (BAP 0.12, 70.10 = 29.90%, p = 0.077, n = 22) and
significant potentiation at BAP 0.18 ~ 0.21 (BAP 0.18, 92.70 *
33.90%, p = 0.048, n = 23; BAP 0.21, 42.90 = 15.20%, p = 0.048,
n = 29) but did not exhibit significant response change when
BAP > 0.28 (BAP 0.28, 10.90 * 21.50%, p = 0.661, n = 22; BAP
0.31, 8.54 = 7.68%, p = 0.521, n = 33; BAP 0.45, 8.67 = 9.98%,
p=0.521, n = 45; BAP 0.48, —12.40 = 13.90%, p = 0.521, n = 21;
BAP > 0.6, —5.60 = 12.60%, p = 0.661, n = 50).

During the late-epoch (Fig. 3C), population statistics of ana-
lyzed neurons exhibited slight potentiation (not significant) at
BAP 0.12 (26.30 = 14.30%, p = 0.090, n = 24) and significant
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potentiation at BAP 0.18 (38.50 = 11.50%, p = 0.008, n = 24);
these neurons showed no significant response change at BAP
0.21 ~ 0.31 (BAP 0.21, 3.19 = 6.49%, p = 0.626, n = 31; BAP
0.28, 14.20 = 7.60%, p = 0.090, n = 24; BAP 0.31, —10.32 *
4.75%, p = 0.059, n = 35) and were significantly suppressed when
BAP > 0.45 (BAP 0.45, —16.83 = 5.42%, p = 0.008, n = 34; BAP
0.48, —18.36 = 4.98%, p = 0.004, n = 23; BAP > 0.6, —26.14 *
4.74%, p = 2 x 107 n = 53). The proportions of potentiation-
exhibiting neurons (among responsive neurons) when BAP <
0.32 during early, middle, and late epochs are 47.22, 64.62, and
58.82%, respectively.

The results above showed that the potentiation effect seemed
to appear in the middle epoch, in which the intracortical hori-
zontal connections started to play major role. As a previous
study suggested, horizontal connections drive major neural
responses of RF extended surround (Li and Li, 1994; Li et al.,
2001; Angelucci et al., 2017; Wang et al., 2020). Thus, we next

examined the detailed receptive field property of bidirectional
plasticity.

Neurons in Area 17 were stimulated by the same biased-adap-
tation protocol under two conditions (Fig. 3D,E, top left), annu-
lar (4° internal and 10° external diameter) and small (1.5-2.5°
diameter) stimulation fields. The annular or small stimulation
field was designed to only cover the surround part (RF extended
surround, the same below) or center part (classical RF, the same
below) of neural RF, respectively (Durand et al., 2007). The bi-
ased-adaptation probability gradient was set to 0.21, 0.31, 0.45,
and 0.79 to investigate the difference in bidirectional plasticity
patterns under different stimulation field conditions.

We found that under small stimulation field (1.5 ~ 2.5° di-
ameter) condition, tested individual Area 17 neurons only exhib-
ited suppression effects (Fig. 3D, bottom left), similar to classical
adaptation. Population statistics showed identical results (Fig.
3D, right); tested neurons were significantly suppressed at all
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tested biased-adaptation probabilities (BAP 0.21, —11.01 =
4.84%, p = 0.017; BAP 0.31, —13.77 £ 4.06%, p = 0.004; BAP
0.45, —16.99 * 3.81%, p=6 X 107% BAP 0.79, —26.37 + 4.37%,
p =2 x 10% n = 20). This result is distinct from our previous
findings (using large stimulation-field, 7° diameter) that Area 17
neurons exhibited bidirectional plasticity (Fig. 1H, and Fig. 3D,
right, gray bars), suggesting that the inhibitory RF surround is
necessary for the generation of potentiation effect induced by bi-
ased adaptation.

Next, we used annulus stimulation field to only adapt the
RF surround with biased adaptation and found that tested
individual neurons only exhibited a suppression effect (Fig.
3E, bottom left). Population statistics showed identical results
(Fig. 3E, right); tested neurons did not exhibit significant
response change at BAP 0.21 (—1.51 * 3.12%, p = 0.317, n =
22) but were significantly suppressed when BAP > 0.31 (BAP
0.31, —9.50 = 3.28%, p = 0.007; BAP 0.45, —15.08 = 4.30%,
p =0.004; BAP 0.79, —14.18 = 4.98%, p = 0.007; n = 22).

These results demonstrate that the bidirectional modulation
of neural response requires the interaction of RF center and sur-
round subareas. The bidirectional-plasticity might come from
the competition of suppressive adaptation effects between RF
center and antagonistic surround, reflecting the balance between
inhibition and disinhibition (excitation) effects, which has been
reported in traditional topping-up adaptation studies (Dragoi
and Sur, 2000; Patterson et al., 2013; Solomon and Kohn, 2014).

Furthermore, we also did neuron-type (regular/fast-spiking
and simple/complex; see above, Materials and Methods) classifi-
cations but found no remarkable classification specificity (Fig.
3F,G); proportions of potentiation-exhibiting neurons among
RS and FS neurons are 70.37% (38/54) and 66.67% (34/51),
respectively, and proportions of potentiation-exhibiting neu-
rons among simple and complex neurons are 72.73% (32/44)
and 65.57% (40/61), respectively.

Hierarchical propagation of bidirectional-plasticity in visual
thalamo-ventral pathway

Previous works have shown that the adaptation of orientation
could propagate through visual ventral pathway (Li et al., 2017).
In this study, we asked in addition to Area 17, whether this bidir-
ectional orientation adaptation effect coexists in other regions of
visual system and could propagate along the visual thalamo-ven-
tral pathway like classical orientation adaptation does. To answer
this question, we conducted biased-adaptation research in LGN
and Area 21a of cats.

We first stimulated LGN neurons with Control protocol, si-
nusoidal drifting gratings of 12 or 24 evenly distributed direc-
tions. Gratings were presented for 0.5 s with 0.5 s blank intervals.
Similar to the previous literature (Daniels et al., 1977; Shou and
Leventhal, 1989; Zhou et al., 1995; Ghodrati et al., 2017), LGN
neurons exhibited weak orientation sensitivity (OB = 0.14 *
0.01, n = 71 from two cats; see above, Materials and Methods)
under cutoff spatial frequencies using mean response or FFT H1
component as criteria (see above, Materials and Methods).
Then we stimulated LGN neurons with biased-adaptation pro-
tocols (12 or 24 directions, leading to two sets of BAP, see
above, Materials and Methods). Adaptors were chosen at neu-
ronal preferred orientations, and the biased-adaptation proba-
bility gradient was set from 0.28 to 0.92.

We found that tested individual LGN neurons exhibited
response potentiation at BAP 0.28 ~ 0.78. This potentiation
effect faded away from BAP 0.73-0.84, suggesting a further sup-
pression trend (Fig. 4A,B). Population statistics of tested neurons
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showed identical results (Fig. 4C); tested LGN neurons were
nonsignificantly potentiated at BAP 0.28 ~ 0.64 (BAP 0.28,
15.00 = 9.41%, p = 0.108, n = 36; BAP 0.48, 21.30 = 11.10%, p =
0.093, n = 36; BAP 0.64, 13.85 = 8.09%, p = 0.108, n = 36), and
exhibited significant potentiation at BAP 0.73 ~ 0.78 (BAP 0.73,
27.09 = 8.40%, p = 0.009, n = 36; BAP 0.78, 38.20 = 12.00%, p =
0.009, n = 33). These neurons did not exhibit significant response
change at BAP 0.84 ~ 0.92 (BAP 0.84, 7.3 = 15.0%, p = 0.632,
n = 21; BAP 0.85, 5.86 * 8.86%, p = 0.577, n = 35; BAP 0.88,
—7.80 £ 11.80%, p = 0.577, n = 35; BAP 0.92, —13.80 * 12.10%,
p =0.393, n = 31) but suggested the tendency of further suppres-
sion. The difference in sampled neuron numbers was because of
different direction numbers used during stimulation (resulting
in different BAPs), as well as objective and strict criteria (see
above, Materials and Methods).

Together, we found that LGN neurons could also be bidirec-
tional-plastic under biased-adaptation protocol but with a dis-
tinct manner comparing with cortical neurons. The switch
threshold of potentiation and suppression (BAP > 0.84) is much
higher than that of cortical neurons (BAP > 0.31), which is
unexpected but reasonable (see below, Discussion). The propor-
tion of potentiation-exhibiting neurons in LGN is 87.32%, higher
than in Area 17 neurons (Fig. 4D).

Previous researches have revealed that massive (31 ~ 58%)
inputs to LGN neurons are feedback projections from Area 17
(Guillery, 1969; Montero, 1991; Erisir et al., 1998; Van Horn
et al., 2000). Using the latency analysis method, we attempted
to examine the origin of LGN bidirectional-plasticity. Time
windows were chosen based on the previous literature (Troy
and Lennie, 1987; Lu et al., 1995; Guido and Sherman, 1998);
the early epoch (30 ~ 80 ms) components reflect the inputs
from retina and LGN interneurons, whereas the middle epoch
(80 ~ 200 ms) and late epoch (200 ~ 500 ms) components mainly
reflect feedback projections from Area 17 (directly or indirectly).
Considering the potential response-latency variation and consider-
able proportion (approximately half) of slow-responsive (latency >
80 ms) LGN neurons (Troy and Lennie, 1987; Lu et al., 1995; Guido
and Sherman, 1998), during each epoch, nonresponsive neurons
were identified as outliers and were excluded (see above, Materials
and Methods).

During the early epoch (Fig. 4E, left), responses of analyzed
LGN neurons did not significantly changed at all tested BAPs
(BAP 0.28,9.80 * 16.30%, p = 0.627, n = 20; BAP 0.48, 25.70 =
21.90%, p = 0.627, n = 20; BAP 0.64, 16.30 = 17.10%, p = 0.627,
n = 20; BAP 0.73, 30.00 £ 26.30%, p = 0.627, n = 20; BAP 0.78,
17.60 = 19.30%, p = 0.627, n = 19; BAP 0.84, 11.60 = 18.00%, p
= 0.627, n = 13; BAP 0.85, —4.40 = 26.90%, p = 0.873, n = 15;
BAP 0.88, —37.70 £ 15.10%, p = 0.234, n = 15; BAP 0.92, —16.50
*+ 22.80%, p = 0.627, n = 13). Repeated p values were because of
the false discovery rate method used for multiple comparison
corrections.

During the middle epoch (Fig. 4E, middle), responses of ana-
lyzed LGN neurons exhibited significant potentiation at BAP
0.28 ~ 0.78 (BAP 0.28, 29.40 * 10.80%, p = 0.014, n = 36; BAP
0.48, 26.23 = 9.96%, p = 0.014, n = 34; BAP 0.64, 42.90 *
11.70%, p = 0.007, n = 36; BAP 0.73, 38.50 % 12.80%, p = 0.009,
n=36; BAP 0.78, 30.90 = 15.00%, p = 0.043, n = 32), and exhib-
ited slight nonsignificant potentiation at BAP 0.84 ~ 0.85 (BAP
0.84, 33.20 = 18.80%, p = 0.071, n = 20; BAP 0.85, 16.80 *
12.30%, p = 0.113, n = 30). Tested neurons exhibited nonsignifi-
cant suppression at BAP 0.88 ~ 0.92 (BAP 0.88, —12.20 *
12.00%, p = 0.318, n = 30; BAP 0.92, —23.40 = 13.70%, p =
0.113, n =27).
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During the late epoch (Fig. 4E, right), responses of analyzed
LGN neurons exhibited significant potentiation at BAP 0.28 ~
0.78 (BAP 0.28, 2540 = 8.01%, p = 0.004, n = 36; BAP 0.48,
32.14 £ 9.74%, p = 0.003, n = 36; BAP 0.64, 37.50 = 10.20%, p =
0.003, n = 36; BAP 0.73, 47.70 = 12.70%, p = 0.003, n = 36; BAP
0.78,42.80 = 13.80%, p = 0.004, n = 33). These analyzed neurons
exhibited nonsignificant potentiation at BAP 0.84 ~ 0.85 (BAP
0.84, 20.10 = 13.90%, p = 0.091, n = 21; BAP 0.85, 12.62 *
9.77%, p = 0.102, n = 35) and significant suppression at BAP 0.88
~ 0.92 (BAP 0.88, —14.43 * 6.01%, p = 0.014, n = 34; BAP 0.92,
—26.66 = 9.82%, p = 0.009, n = 28).

Proportional analysis also showed a latency-related pattern;
according to the same criteria in Area 17 (a neuron was consid-
ered to exhibit potentiation when its response significantly

increased after the biased-adaptation stimulation), we found in
LGN, 42.86% (15/35) of responsive neurons exhibited potentia-
tion at BAP 0.28 ~ 0.78 during the early epoch, however 53.03%
(35/66) and 66.20% (47/71) of responsive neurons exhibited
potentiation at BAP 0.28 ~ 0.78 during the middle and late
epoch, respectively. We noticed that during the early epoch,
although as a population tested neurons did not exhibit statisti-
cally significant potentiation in their population averaged
response, individual neurons in LGN showed great divergence.
A strong potentiation effect (trained response change ratio >
100%) could be found in a few neurons (17.14%, 6/35), whereas
the rest of neurons exhibited either suppression (—57.14%, 20/
35) or moderate potentiation (25.71%, 9/35), leading to high var-
iance of statistical results. This divergence might reflect more
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complicated circuit origins in addition to cortical feedback.
Considering that the superior colliculus (SC) could encode visual
saliency before V1 (White et al., 2017) and project to LGN (Liu
et al,, 2022), it is possible that the potentiation of some LGN neu-
rons during the early epoch might be influenced by the SC (see
below, Discussion).

These latency-related findings altogether suggested that the
bidirectional-plasticity property of LGN neurons might derive
from the feedback projection of Area 17, consistent with our
findings that bidirectional-plasticity started to appear during the
middle epoch in Area 17. However, subcortical (like superior col-
liculus) mechanisms may also contribute to the early epoch
potentiation of some LGN neurons.

To further clarify the cortical origin hypothesis, we inacti-
vated Area 17 with liquid nitrogen (see above, Materials and
Methods) to remove cortical feedback and then examined the
effect of biased adaptation in LGN neurons. We set the BAP gra-
dient (0.31 ~ 0.92) and found that after cortical lesion, distinct
from previous experimental results (Fig. 4C), tested LGN neu-
rons did not exhibit potentiation effect but only showed adaptive
suppression (Fig. 4F). Population statistics showed that tested
neurons did not exhibit a significant response change at BAP
0.31, 0.45 or 0.88 (BAP 0.31, 2.44 = 6.04%, p = 0.692; BAP 0.45,
—5.61 £ 5.29%, p = 0.461; BAP 0.88, 4.78 = 6.48%, p = 0.568; n
= 15) but showed slight suppression (not significant) at BAP 0.79
~ 0.85 (BAP 0.79, —10.02 * 4.86%, p = 0.058; BAP 0.85, —9.35
*+ 4.12%, p = 0.058; n = 15) and significant suppression at BAP
0.92 (—30.55 * 5.89%, p = 6 X 107 n= 15). This lesion experi-
ment demonstrates that the bidirectional-plasticity in LGN
might be derived from the feedback projection of Area 17.

In Area 21a we first recorded neurons with Control protocol,
sinusoidal drifting gratings of 12 evenly distributed directions.
Gratings were presented for 0.5 s with 0.5 s blank intervals.
Comparing them with Area 17 neurons, Area 21a neurons also
exhibited strong orientation selectivity (OSI = 0.40 = 0.03, n =
77), and the average preferred spatial frequency is lower [0.37
cycle per degree (cpd), n = 77] than Area 17 (1.08 cpd, n = 105).
These properties of recorded neurons in Area 21a are consistent
with the previous literature (Dreher et al, 1993; Morley and
Vickery, 1997).

Next, we stimulated Area 21a neurons with biased-adaptation
protocol (biased-adaptation probability gradient 0.15 ~ 0.79; a
finer BAP gradient was used during the second half of the experi-
ment, leading to different neuron numbers; see above, Materials
and Methods) and found the bidirectional-plasticity feature in
tested individual neurons (Fig. 4G,H). Population statistics
showed identical results (Fig. 41); tested Area 21a neurons exhib-
ited significant potentiation at BAP 0.15 (10.16 * 3.88%, p =
0.045, n = 37) and were significantly suppressed at BAP 0.79
(—19.71 £ 5.20%, p = 0.007, n = 30); tested Area 21a neurons
did not exhibit significant response change at BAP 0.21 ~ 0.66
(BAP 0.21, 3.13 = 3.35%, p = 0.618, n = 77; BAP 0.27, —0.67 =
5.32%, p = 0.901, n = 37; BAP 0.31, 1.27 * 6.04%, p = 0.901, n =
73; BAP 0.45, —2.60 * 4.67%, p = 0.811, n = 65; BAP 0.66, —8.23
* 7.15%, p = 0.600, n = 39) but suggested the tendency that
higher adaptation intensity would induce stronger suppression.
Proportion analysis showed that majority of Area 21a neurons
(64.94%, 50/77) exhibited potentiation after exposed to biased-
adaptation stimulation (Fig. 4]).

Latency analysis of Area 21a neurons was performed to exam-
ine the potential origin of Area 21a neuronal bidirectional-plas-
ticity. Responses of analyzed Area 21la neurons during biased
adaptation were separated into three epoch components
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suggested by previous reports (Lee et al., 2007; Sundberg et al.,
2012), the early epoch (50 ~ 100 ms), the middle epoch (100 ~
200 ms), and the late epoch (200 ~ 500ms). Considering the
potential response-latency variation and considerable proportion
of slow-responsive (latency > 100 ms) Area 21a neurons (Lee et
al., 2007; Sundberg et al., 2012), during each epoch nonrespon-
sive neurons were identified as outliers and excluded.

During the early epoch (Fig. 4K, left), population statistics of
analyzed neurons showed nonsignificant potentiation at BAP
0.15~0.27 (BAP 0.15, 49.40 * 26.00%, p = 0.128, n = 20; BAP
0.21, 25.70 = 21.00%, p = 0.319, n = 40; BAP 0.27, 19.20 *
26.00%, p = 0.493, n = 20). These neurons did not exhibit a sig-
nificant response change at BAP 0.31 (—8.90 * 12.90%, p =
0.493, n = 35). Moreover, these neurons exhibited significant
suppression at BAP 0.45 ~ 0.79 (BAP 0.45, —29.10 = 10.20%, p
=0.019, n = 36; BAP 0.66, —49.00 * 15.70%, p = 0.019, n = 20;
BAP 0.79, —50.80 * 14.40%, p = 0.014, n = 19).

During the middle epoch (Fig. 4K, middle), population statis-
tics of analyzed neurons showed nonsignificant potentiation at
BAP 0.15 (24.20 = 14.20%, p = 0.117, n = 27). These analyzed
neurons did not exhibit a significant response change at BAP
0.21 ~ 0.27 (BAP 0.21, —6.88 * 5.64%, p = 0.228, n = 54; BAP
0.27, —18.06 * 8.25%, p = 0.053, n = 27) and exhibited signifi-
cant suppression at BAP 0.31 ~ 0.79 (BAP 0.31, —15.39 =
6.58%, p = 0.042, n = 48; BAP 0.45, —33.32 * 5.85%, p = 2 X
10, n = 47; BAP 0.66, —38.65 * 5.88%, p = 2 x 10 n = 26;
BAP 0.79, —40.02 * 6.01%, p =2 X 107% n=25).

During the late epoch (Fig. 4K, right), population statistics of
analyzed neurons showed no significant response change at BAP
0.15 (—1.44 = 6.09%, p = 0.815, n = 22) as well as nonsignificant
suppression at BAP 0.27 (—13.21 * 7.10%, p = 0.091, n = 21).
However, these analyzed neurons exhibited significant suppres-
sion at BAP 0.21 and 0.31 ~ 0.79 (BAP 0.21, —14.92 * 4.38%,
p=0.001, n = 46; BAP 0.31, —18.59 * 4.52%, p =4 x 10 %, n =
44; BAP 0.45, —34.87 * 4.05%, p =2 x 10~°, n = 37; BAP 0.66,
—41.06 = 5.06%, p = 5 X 1077, n = 26; BAP 0.79, —45.23 +
4.68%, p=4x 1077, n =24).

Together, the above results showed that (1) the suppres-
sion effect at high adaptation intensity could be found during
all three epochs, (2) a nonsignificant potentiation effect
could be found during the early and middle epochs, and (3)
the extent of suppression was stronger during the middle and
late epochs. Moreover, proportions of potentiation-exhibiting
neurons (among responsive Area 21a neurons) at BAP 0.15 ~
0.21 during early, middle, and late epochs are 40.00, 46.30, and
39.58%, respectively. We noticed that during early and middle
epochs, the potentiation effects of analyzed neurons are non-
significant at BAP 0.15. This might result from the inconsis-
tency of neuronal adaptation effects; at BAP 0.15, 35.00 and
29.63% of sampled neurons exhibited suppression during early
and middle epoch, respectively. This inconsistency leads to
high variance of statistical results, and these results suggest the
inconsistency and complexity of Area 21a neuronal effects of
biased adaptation.

The bidirectional-plasticity pattern in Area 17 and Area 21a
are slightly different. Area 21a neurons have a disposition to ex-
hibit potentiation at lower BAPs than Area 17 neurons; accord-
ing to population statistics, at BAP 0.21, Area 2la neurons
could not exhibit significant response change (Fig. 4I), whereas
Area 17 neurons could exhibit significant potentiation (Fig.
1H). This result suggested that compared with Area 17 neurons,
potentiation of Area 21a neurons requires lower biased-adapta-
tion intensity.
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The latency-analysis results of LGN and Areas 17 and 21a
neurons also suggested an interesting tendency (Figs. 3A4,B,C, 4E,
K). Although during the early epoch, the response change pat-
terns of neurons in LGN and Areas 17 and 21a were noisy, there
was still a noticeable hierarchical trend during the middle and
late epochs; from LGN to Area 21a, the potentiation effect grad-
ually diminished, and the suppression effect was enhanced.
During the middle epoch, the maximal significant potentiation
inducing BAP was 0.78 for LGN and 0.21 for Area 17, whereas
there was only nonsignificant potentiation at BAP 0.15 for Area
21a; during the late epoch, the minimal significant suppression
inducing BAP was 0.88 for LGN, 0.45 for Area 17, and 0.21 for
Area 21a.

In summary, our findings demonstrate universally existing
bidirectional-plasticity along the visual thalamo-ventral path-
way, with progressive hierarchical propagation pattern. The
bidirectional-plasticity properties of LGN and Areas 17 and 21a
neurons show a progressively changing pattern (Fig. 4L). The
BAPs required for inducing potentiation and suppression
are lower for neurons of higher visual areas. Moreover, the
proportion of potentiation-exhibiting neurons in tested
LGN, Area 17, and Area 21a neurons are 87, 70, and 65%,
respectively. Together, we found that bidirectional-plastic-
ity induced by biased adaptation exists in LGN, Area 17,
and Area 21a with progressive pattern changes.

Modeling of the origin and functional significance of
bidirectional-plasticity

As shown in our above experimental RF-structure data, biased-
adaptations suppress (adapt) both the neural response to RF cen-
ter (classical RF, the same below) and the one to surround (RF
extended surround, the same below) subareas. We hypothesized
that suppression of the RF excitatory center leads to inhibition of
neural responses, whereas suppression of the RF inhibitory sur-
round leads to disinhibition (excitation). The balance between
excitation and inhibition can be reversed as the biased-adapta-
tion strength increases, thus causing bidirectional-plasticity of
overall neuronal response. Modeling of this RF center-sur-
round adaptation-competition was thus performed (see above,
Materials and Methods) to quantitatively simulate this effect.

Receptive-field adaptation competition model

The computing simulation model is modified from the classical
DoG model (Marr and Hildreth, 1980; Birch et al., 2010) with bi-
ased-adaptation-related features. In detail, we retrofitted this
static model by adding adaptation-strength-related decaying fac-
tors to both Gaussian components, making it dynamically trans-
formable with the strength of adaptation.

In the classical DOG model, positive and negative Gaussian
components represent the spatial response tuning curves of exci-
tatory center and inhibitory surround of RF, respectively. When
the spatial control factor (6;) of the positive component was
smaller than that of then negative component (a,), the summa-
tion of two Gaussian-components could exhibit classical center-
surround RF structure (Fig. 5A; example parameters, a; = 1.0,
a, = —2.0, 6, = 1, 6, = 5; see above, Materials and Methods).

After that, both positive and negative Gaussian components
were set to decay with the increasing biased-adaptation probabil-
ities. According to previous reports (Cavanaugh et al, 2002;
Patterson et al, 2013), decay functions were exponentially
shaped, with different decay factors (b; for positive Gaussian
component, b, for negative Gaussian component) and magni-
tude factors (¢, for positive Gaussian component, ¢, for negative
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Gaussian component) to simulate the adaptation sensitivity of
RF center and surround subareas (Fig. 5B; see above, Materials
and Methods). In the model, the decay speed of the negative
Gaussian component is faster than that of the positive Gaussian
component (b, > by); thus the suppression of RF surround is
greater at low BAP. Meanwhile, the decay magnitude of the
positive Gaussian component is greater than that of the nega-
tive Gaussian component (¢; > ¢,); thus the RF center compo-
nent plays a dominant role at high BAP. At low BAP, the
negative Gaussian component is suppressed more than the pos-
itive Gaussian component, leading to potentiation of the overall
response, whereas at high BAP, the positive Gaussian compo-
nent is suppressed more than the negative Gaussian compo-
nent, leading to suppression of the overall response. Therefore,
this model could simulate the bidirectional modulation of neu-
ral response during biased adaptation.

To verify the goodness of this model, we fitted the experimen-
tal data (peak response change ratios of Area 17 neurons) and
obtained satisfying results. The bidirectional-plasticity feature of
two individual Area 17 neurons could be well reproduced by this
model (Fig. 5C). We fitted all the bidirectional-plastic neurons
with sufficient data points (>4), and a population distribution of
R* (0.86 = 0.02, n = 59) suggests overall goodness of fit (Fig.
5D). Moreover, experimental results showed a minority (27%) of
Area 17 neurons exhibited the adaptation-only feature after bi-
ased adaptation, and we found this model could also reproduce
the peak response change ratios of the adaptation-only neuron
(Fig. 5E) with acceptable goodness (Fig. 5F; R* = 0.89 * 0.03, n =
19) by setting the magnitude factor of the negative Gaussian
component (c,) to minimum, which is equivalent to removing
the RF surround modulation effect. These findings suggest the
effectiveness of the model in simulating the experimental bidir-
ectional-plasticity feature as well as its compatibility with classi-
cal suppressive-only adaptation effects.

To further investigate effectiveness of this model in repro-
ducing experimental population results and to determine
corresponding optimal simulation parameters, we fitted the
experimental population peak response change ratios of Area
17 neurons (Fig. 1H) with this model and obtained satisfying
results (Fig. 5G). The corresponding optimal simulation pa-
rameters are (1) gain control factors of RF Gaussian compo-
nents, a; = 1.0, a, = —2.0; (2) spatial control factors of RF
Gaussian-components, 6; = 1, 6, = 5; (3) decay factors of
decay functions, by = 6.56, b, = 16.19; and (4) magnitude fac-
tors of decay functions, ¢; = 22.56, ¢, = 20.13 (see above,
Materials and Methods).

To explore the relationship between parameter settings and
the bidirectional-plastic modulation effect, we analyzed the pa-
rameter spaces focusing on the impact of magnitude factors (c)
and decay factors (b) on neural peak response change ratios (%),
especially at low (BAP = 0.18) and high (BAP = 0.79) adaptation
intensities. Proper parameter settings should reproduce the ex-
perimental result that bidirectional-plastic neurons were moder-
ately potentiated at BAP 0.18 and moderately suppressed at BAP
0.79. Therefore, we examined the parameter spaces to ascertain if
the parameters were meeting the above requirements by finding
the intersection of parameters that could both induce moderate
potentiation (0 ~ 40%) and moderate suppression (—40 ~ 0%)
at BAP 0.18 and 0.79, respectively.

By fixing the decay factors at the optimal condition for pop-
ulation simulation (b; = 6.56, b, = 16.19), we calculated the
neural peak response change ratios under different magnitude
factors (c; and c¢,, range = 15~25, step = 0.2) and found proper
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magnitude factors for inducing moderate potentiation (Fig. 5H,
left, black solid frame) and moderate suppression (Fig. 5H,
right, black solid frame). The intersection of proper magnitude
factors (Fig. 5H, white frames) is suitable for modeling the ex-
perimental results.

By fixing the magnitude factors at the optimal condition for
population simulation (¢; = 22.56, ¢, = 20.13), we calculated the
neural peak response change ratios under different decay factors
(by and b,, range = 0 ~ 20, step = 0.4) and found proper decay
factors for inducing moderate potentiation (Fig. 5I, left, black
solid frame) and moderate suppression (Fig. 51, right, black solid
frame). The intersection of proper decay factors (Fig. 5I, white
frames) is suitable for modeling the experimental results.

Together, the above simulation results provide evidence sup-
porting the goodness of our RF center-surround adaptation-
competition hypothesis.

Saliency detection

Saliency detection is essential for information processing. During
this process, the novelty of a specific element within a complex
background could be quantified by occurrence probability;
higher probability indicates higher ordinariness (redundancy,
which needs to be suppressed), whereas lower probability indi-
cates higher novelty (which needs to be potentiated). Within a
time window, the occurrence-probability-dependent bidirec-
tional modulation of neural responsiveness we found in this
work would lead to response potentiation of novel stimulus and
response suppression of redundant stimulus. As a result, it will
help the temporal novelty detection. We thus hypothesize that
the short-term bidirectional-plasticity in visual thalamo-ventral
pathway may provide the neural mechanism of saliency detec-
tion (Li, 2002, 2019) of temporal-statistically distributed visual
stream inputs.
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consists of two parts, the left part is visual input, and the right part is a corresponding saliency map. Duration of each stimulus is 0.5 s with a 0.5 s blank interval (300 stimuli last for 300 s,

and each phase lasts 100 s). Full video can be found in Movie 1.

To verify this hypothesis, we performed simulation of saliency
detection, based on occurrence-probability-dependent short-
term bidirectional-plasticity properties of Area 17 neurons.
According to saliency detection theory, the saliency value of each
visual location was calculated as its corresponding neural
response intensity relative to the highest response intensities of
other surrounding locations (Li, 2019), and the saliency values of
the entire visual field could form a saliency map. Therefore, by
temporally modulating relative neural responses during a period
of time (based on the occurrence-probability-dependent neural
bidirectional-plasticity), saliency detection of dynamic visual
inputs could be performed.

In simulation, neuron clusters (whose population RFs cov-
ered the entire visual field) were exposed to a visual stream frame
by frame (each frame lasted for 0.5 s with 0.5 s blank intervals,
identical to experimental protocol) composed of three successive
phases (each lasting for 100 frames), initial noise, detection, and
ending noise (Fig. 6). During the initial and ending noise phases,
neuron clusters received randomized unbiased orientation stim-
uli of bars as a simulation of noisy context visual stream inputs.
During the detection phase, a stable elliptical contour repetitively

(frame by frame) appeared in the visual field, thus modulating
the responses of corresponding neuron clusters. Over time, the
cumulative occurrence probabilities of stimulating bars gradually
changed and induced modulation of neural responses because of
V1 bidirectional-plasticity properties revealed by experiments
(bidirectional-plasticity function obtained by the RF center-sur-
round adaptation-competition model described above; see above,
Materials and Methods). The sliding time window used for cal-
culating occurrence probability and its related neural response
modulation is 10 min, suggested by the experimental bidirec-
tional-plasticity time course (Fig. 1K).

During the initial and ending noise phases, no particular
change occurred in the saliency map (Fig. 6A,C). However, dur-
ing the detection phase (Fig. 6B, Movie 1), the saliency values
continuously changed at locations where the elliptical contour
appeared (because the occurrence probabilities of corresponding
locations kept refreshing and accumulating frame by frame, and
thus the one of contour orientation increased with time). During
0 ~ 20 s (0 ~ 20 frames) after stimulus onset, the occurrence
probability gradually increased from 0 to 0.18, and meanwhile
the relative saliency values of stimulus also increased because of
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Movie 1.  Saliency map of dynamic visual input based on V1 bidirectional-plasticity fea-
ture. Left, Dynamic visual input consists of gratings. Right, Saliency map of dynamic visual
input (left). Only stimulus-containing frames are shown in the movie, and each stimulus lasts
for 0.5 s with a 0.5 s blank interval. Duration, initial noise phase = 100 s, detection phase =
100 s, ending noise phase = 100 s. The video is played at 10x speed (length = 30 s). Some
frames in this movie are shown in Figure 6. [View online]

the potentiating modulation of the bidirectional-plasticity func-
tion (Fig. 6B; from 100 s to 120 s). During 20 ~ 30 s (20 ~ 30
frames) after stimulus onset, the occurrence probability continu-
ously increased from 0.18 to 0.26, and meanwhile the relative
saliency values of the stimulus decreased to the context level (Fig.
6B; 130 s). During 30 ~ 100 s (30 ~ 100 frames) after stimulus
onset, the occurrence probability increased from 0.26 to 0.52,
and meanwhile the relative saliency values of stimulus further
decreased because of the suppressing modulation of bidirec-
tional-plasticity function (Fig. 6B; after 140 s). Clearly, the time-
dependent bidirectional modulation enhances the novelty infor-
mation of stimulus and reduces the redundant information. By
detecting the changes of the saliency map, novel targets could
pop up from the context, which is helpful for further selection of
visual inputs. We noticed that during the ending noise phase,
saliency values of some locations (that displayed elliptical con-
tour in the detection phase) exhibited suppression when identical
orientations (displayed during the detection phase) randomly
reoccurred. This suppression resulted from the aftereffect of the
detection phase, which was maintained during the ending noise
phase.

To further explore the difference in the saliency detection
property between Area 17 and LGN, we repeated this simulation
with the LGN version of bidirectional-plasticity function
(obtained by the smoothing spline method with satistying fitting
quality of individual LGN neurons; Fig. 7A; see above, Materials
and Methods). After applying this function in the saliency detec-
tion algorithm, we found that the distinct bidirectional-plastic
properties of Area 17 and LGN lead to distinct time scales of sali-
ency detecion dynamics (Movie 2, notice the time label). With a
similar stimulation design (however, for LGN, detection phase
was prolonged to 800 frames), we found that the dynamics of
LGN neuronal saliency detection is much slower than that of
Area 17. LGN neurons need more time to finalize the potenti-
ating modulation of visual inputs, 470 s (Fig. 7C, 570 s) for
LGN and 30 s (Fig. 6B, 130 s) for Area 17 (time after stimulus
onset), suggesting different strategies of information filtering
and coding.

We also simulated the saliency detection of Area 21a neurons
to further check the potential differences across LGN and Areas
17 and 21a. The population bidirectional-plasticity function of
Area 21a was fitted by the smoothing spline method instead of
the RF center-surround adaptation-competition model (Fig. 7B),
for it was currently unclear whether the bidirectional-plasticity
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of Area 2la neurons was RF structure-dependent. We found
during the detection phase (Movie 3, Fig. 7D), Area 21a neurons
only took ~15 s to finalize the potentiating modulation of visual
inputs (470 s for LGN, 30 s for Area 17).

Together, the short-term bidirectional-plasticity in visual tha-
lamo-ventral pathway may contribute to the saliency detection
of temporal statistically distributed visual stream inputs.

Discussion

In this study we found single neuronal short-term bidirec-
tional-plasticity induced by biased adaptation in visual tha-
lamo-ventral pathway (LGN, Area 17, Area 2la) with a
hierarchical decrease of maximal potentiation-inducing biased-
adaptation probability (Fig. 4L). When various stimuli were
randomly presented, the one with slightly higher occurrence
probability would unexpectedly induce a potentiated instead of
suppressed response, demonstrating a remarkable temporal dy-
namics of neuronal response. In Area 17 this potentiation was
pattern-feature selective but interocularly transferable, RF-
structure dependent, and primarily occurs 100-200ms after
stimulation onset. Furthermore, the potentiation in LGN could
be eliminated by Area 17 lesion. These findings suggested the
potentiation part of bidirectional-plasticity is possibly mainly
originated from V1. Combined with simulation, we proposed
the RF center-surround adaptation-competition model and
argued this bidirectional-plasticity contributes to the saliency
detection of temporal statistically distributed visual inputs.

Bidirectional-plasticity induced by biased orientation
adaptation, different effects compared with previous studies
In our study, the direction of neuronal modulation induced
by biased orientation adaptation is highly related to BAP. We
noticed that previous V1 studies (Benucci et al., 2013; Snow et
al.,, 2016; Westrick et al., 2016) using biased orientation adapta-
tion did not find potentiation effect. In fact, in the above studies,
BAP was > 0.3, which also could not induce potentiation in our
study (Fig. 1H). Furthermore, our findings in Area 17 showed
the proper range of potentiation-inducing BAP was 0.12 ~ 0.21.
As for classical top-up or continuous adaptation protocol, the
occurrence probability of an adaptor is 0.89 ~ 1, which would
induce a robust adaptive suppression effect according to our
results. Thus, our findings are consistent with previous studies
under relatively high occurrence probability but extend the
sphere of adaptation protocol and illustrate novel potentiation
effect when the occurrence probability of adaptor is not too
high.

RF center-surround interaction underlies the pattern-feature
selectivity and formation of potentiation

In this study, we found pattern-feature selectivity of potentiation
and proposed the RF center-surround adaptation-competition
hypothesis. Pattern-feature selectivity of potentiation was con-
sistent with the BAP dependence of RF surround modulation.
We also found nonoptimal (weak) stimulus (covering RF
classical center and extended surround) could not induce
potentiation (which requires adaptation of suppressive RF
surround according to our model). In fact, under strong RF
center (classical center, the same below) activation, RF sur-
round (extended surround, the same below) would be suppres-
sive, whereas under weak RF-center activation, RF surround
would be facilitating under weak stimulation (Ichida et al.,
2007; Shushruth et al., 2012; Angelucci et al., 2017). Therefore,
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Saliency detection model of LGN and Area 21a. A, Fitting result of population trained response change ratio curve of LGN neurons, using the smoothing spline method. Black circles

indicate experimental data, and red curve indicates fitting result. B, Same as A of Area 21a neurons. C, Saliency maps of LGN during the detection phase of dynamic visual inputs; each sample
consists of two parts, the left part is visual input, and the right part is the corresponding saliency map. Duration of each stimulus is 0.5 s with a 0.5 s blank interval. D, Same as C of Area 21a.
Full video can be found in Movies 2 and 3. It is notable that in € and D, the detection phase followed a 100 s initial phase, so the detection phase started from 100 s.

under a weak-stimulation condition, Area 17 neurons could
not exhibit potentiation because of the lack of suppressive RF
surround.

The adaptation sensitivity of RF surround is different with RF
center. In our model, the relative adaptation sensitivities of RF
center and surround during biased adaptation are important for

the formation of bidirectional-plasticity. In fact, Cavanaugh et al.
(2002) combined the ratio of Gaussian model with contrast ad-
aptation and found distinct sensitivities between RF center and
surround. Later studies on contrast adaptation suggested identi-
cal results by pure or model-combined experiments (Dhruv et
al,, 2011; Wissig and Kohn, 2012).
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Movie 2.  Saliency map of dynamic visual input based on LGN bidirectional-plasticity fea-
ture. Left, Dynamic visual input consists of gratings. Right, Saliency map of dynamic visual
input (left). Only stimulus-containing frames are shown in the movie, and each stimulus lasts
for 0.5 s with a 0.5 s blank interval. Duration, initial noise phase = 100 s, detection phase =
800 s, ending noise phase = 100 s. The video is played at 40x speed (length = 25 s). Some
frames in this movie are shown in Figure 7C. [View online]
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Movie 3.  Saliency map of dynamic visual input based on Area 21a bidirectional-plasticity
feature. Left, Dynamic visual input consists of gratings. Right, Saliency map of dynamic visual
input (left). Only stimulus-containing frames are shown in the movie, and each stimulus lasts
for 0.5 s with a 0.5 s blank-interval. Duration, initial noise phase = 100 s, detection phase =
100 s, ending noise phase = 100 s. The video is played at 10x speed (length = 30 s). Some
frames in this movie are shown in Figure 7D. [View online]

The hierarchical progressive propagation of bidirectional-
plasticity from Area 17 to LGN and Area 21a

In this study we found that the potentiation induced by biased
adaptation is originated in Area 17, supported by the interocu-
lar-transfer experiment, latency-analysis, and Area 17 lesion.
Interocular transferability is useful when locating a visual func-
tion, especially in cats (Peck et al., 1979; Maffei et al., 1986),
because LGN neurons are monocular driven, whereas Area 17
neurons of cats are mainly binocular driven (Hubel and Wiesel,
1962; Kasamatsu and Imamura, 2020). Latency analysis is a clas-
sical method for investigating the origin of sensory neuronal
response (Angelucci and Bullier, 2003; Patterson et al., 2013; Yao
et al., 2015), and our results suggest the intracortical origin of
potentiation. The elimination of potentiation effect in LGN after
Area 17 lesion further supports the Area 17 origin hypothesis.

In this study we found bidirectional-plasticity in LGN and
confirmed its cortical origin by latency analysis and Area 17
lesion. LGN receives massive excitatory feedback from Area 17
(Andolina et al., 2013; Ichida et al, 2014; Wang et al., 2018),
which has direct excitatory (through LGN relay neurons) and
indirect inhibitory (through LGN inhibitory interneurons and
Thalamic Reticular Nucleus (TRN) inhibitory projection) effects
on LGN neurons (Ichida and Casagrande, 2002; Jurgens et al.,
2012). Meanwhile, we also found that LGN neurons exhibited
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strong potentiation at BAP 0.48 ~ 0.78 (during which cortical
neurons were suppressed), indicating complex cortical feedback
mechanisms. It is possible that (1) during low BAP, cortical neu-
ronal responses were potentiated, and cortical-feedback might be
excitatory, leading to stronger excitation of LGN, and (2) during
higher BAP (0.48 ~ 0.78), cortical feedback to TRN (Guillery et
al., 1998; Pinault, 2004) might be suppressed, leading to disinhi-
bition of TRN to LGN, also resulting in stronger excitation of
LGN. Further in-depth investigation is required to verify this
presumption.

In this study we found propagation of potentiation effect
from Area 17 to Area 21a, with the following two possible mech-
anisms: (1) Area 21a neurons simply inherit bidirectional-plastic
features from Area 17 and integrate it with intrinsic plasticity-
properties, and (2) from Area 17 to Area 21a, the relative ad-
aptation-sensitivity of RF surround might be weakened. The
first mechanism is consistent with the linear-nonlinear-Poisson
model (Paninski, 2004), which reproduced the enhancement of
adaptation aftereffect along visual pathway. However, the
impacts of horizontal/feedback connections were absent. The
second mechanism involves local network mechanisms, espe-
cially the weakening of surround modulation, which might
result from the sparse and fragmented horizontal connections
of higher cortex (Cohen and Kohn, 2011; Smith and Sommer,
2013; Goris et al., 2014; Solomon et al., 2015; Fernandez-Leon
et al., 2018). We suggest that both mechanisms might be neces-
sary for understanding bidirectional-plasticity propagation
from Area 17 to Area 21a, and further examination is required.

Using latency analysis, we also found a hierarchical trend
from LGN to Area 2la during the middle- and late epoch
(Figs. 3A-C, 4E,K); as the hierarchy increased, the potentia-
tion effect gradually diminished, whereas the suppression
effect was enhanced. This finding was consistent with previous
reports that the suppressive adaptation effect could be facili-
tated along the visual pathway (Dhruv and Carandini, 2014; Li
et al,, 2017; Meng et al., 2018) and provided preliminary evi-
dence related to intrinsic or feedback influences, suggesting a
complicated systematic pattern.

Saliency detection of dynamic visual stream by bidirectional
plasticity
In this study we combined experimental evidences with computing
simulations and suggested that the bidirectional-plasticity is a prom-
ising mechanism of visual stream saliency detection. Previous stud-
ies on saliency detection mainly focused on spatial-distributed
visual inputs, interpreting the pop out of a salient target as
the result of RF surround modulation (Li, 1999; Coen-Cagli
et al., 2012; Yan et al., 2018) or suppressive-only adaptation
(McDermott et al.,, 2010; Dutta et al., 2016; Pojoga et al.,
2020). In addition to that, saliency detection of the temporal-
distributed visual stream is also in great need, especially in
natural scenes. However, classical adaptation protocol is not
very suitable for representing the temporal-statistically dis-
tributed visual inputs (Wissig et al., 2013). In this study, we
adopted biased-adaptation protocol and found that the
response potentiation/suppression of novel/redundant stim-
ulus could contribute to the pop out of key elements within
dynamic visual stream (Fig. 6B, Movie 1). Moreover, the pat-
tern-feature selectivity of potentiation could further increase
the signal-to-noise ratio of saliency detection.

In our study cortical feedback to LGN potentially enhances
visual stream saliency detection by altering early information
inputs, consistent with previous studies that cortical feedback
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influences the spatial-temporal coding feature of LGN (Cudeiro
and Sillito, 1996; Wang et al., 2006; Andolina et al., 2013; Wang
et al,, 2018), making LGN a spatial-temporal filter to enhance
feature-specific inputs according to significance suggested by
cortex (Wrobel, 2000; Carandini et al., 2007; Bayram et al., 2016;
Han and VanRullen, 2016). Our finding further demonstrated
the distinct bidirectional-plastic properties, which led to different
visual-detection strategies of LGN and V1 (Fig. 7C, Movie 2). In
LGN it is easier to potentiate response induced by a repetitively
presented adaptor, making it easier to pop out in saliency map,
whereas the suppression need much higher occurrence probabil-
ity. This strategy helps the subcortical LGN encode richer infor-
mation, based on which the downstream V1 could further select
useful content. Consistent with this idea, adaptive suppression
was further enhanced in Area 21a in our experiment, leading to
sparser information coding. That means that even for the same
visual stream, different brain regions provide different saliency
maps. It is notable that the early epoch potentiation in some
LGN neurons also suggested an alternative circuit hypothesis
involving subcortical areas like the SC, which could encode visual
saliency before V1 (White et al., 2017) and project to LGN (Liu
et al,, 2022), which might contribute to the saliency-coding fea-
ture of LGN and V1. However, there are also arguments that the
saliency detection started in V1, regarding the SC as its down-
stream (Yan et al,, 2018; Li, 2019; Zhaoping, 2022), and further
investigation is still needed.

Together, the occurrence-probability-dependent neuronal
bidirectional-plasticity of Area 17 neurons is a promising neural
mechanism of the visual stream saliency detection, contributing
to our understandings of bottom-up efficient coding of dynamic
natural visual inputs by visual system.
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